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urrent AI Paradigm: Language Models = SOTA

Leaderboard Version: 2.0
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urrent AI Paradigm: Language Models = Human Parity

CoQA

A Conversational Question Answering Challenge

What is SQUAD? Leaderboard What is CoQA? Leaderboard
Stanford Question Answering Dataset (SQUAD) is a SQUAD2.0 tests the ability of a system to not only answer reading comprehension CoQA s a large-scale dataset for building Conversational — Model o Cutordomali foverl
reading comprehension dataset, consisting of questions questions, but also abstain when presented with a question that cannot be answered Question Answering systems. The goal of the CoQA i
posed by crowdworkers on a set of Wikipedia articles, based on the provided paragraph. challenge is to measure the ability of machines to
where the answer to every question is a segment of text, understand a text passage and answer a series of Human Performance 89.4 874 888
or span, from the corresponding reading passage, or the Rank Model EM F1 interconnected questions that appear in a conversation. Stanford University
question might be unanswerable. o e CoQA s pronounced as coca @ (Reddy & Chen et al. TACL '19)
St ED 1 ROBERTa + AT + KD (ensemble) 914 892 907
i fons i (Rajpurkar & Jia et al. '18) CoQA paper AT
SQUAD2.0 combines the 100,000 questions in SQuAD1.1 Zhuiyi T %
with over 50,000 unanswerable questions written 1 SA-Net on Albert (ensemble) 90724 93011 https://arxiv.org/abs/1909.10772
adversarially by crowdworkers to look similar to N CoQA contains 127,000+ questions with answers 1 TR-MT (ensemble) 915 888 907
answerable ones. To do well on SQUAD2.0, systems must collected from 8000+ conversations. Each conversation is hatA
not only answer questions when possible, but also 2 SA-Net-V2 (ensemble) 90679  92.948 AT R e e e alAl
determine when no answer s supported by the paragraph QUANXIN i 4 ; ) RSRERR AT KD Gigarmodd)! 1608 — 0
it abetan from amawerin passage in the form of questions and answers. The unique 0BERTa ingle model -
= 2 Retro-Reader (ensemble) 90578 92978 features of CoQA include 1) the questions are uiyi Technolog
Explore SQUAD2.0 and model predictions anghai Jiao Tong University conversational; 2) the answers can be free-form text; 3) xtdandy ors/als/1 90910772
http://arxiv.org/abs/2001.0969: :.ac’:vrar;‘tw:.r allsho comes with :nA)ev;‘dence subsequence A TR b o e 0
B " y 3 the passages are leChatAl
SQUAD2.0 paper (Rajpurkar & Jia et al. '18) . B 1ighiec.in the Rassase: an "an 01, 2020 WeChatAl
Hithink RoyalFlu. challenging phenomena not present in existing reading 4 Google SQUAD 2.0 + MMFT 89.9 88.0 89.4
SQUAD 1.1, the previous version of the SQUAD dataset, 3 ELECTRA+ALBERT+EntitySpanFocus (ensemble) 90442 92.839 comprehension datasets, e.g., coreference and pragmatic [ var2s. 2019 } (ensemble)
contains 100,000+ question-answer pairs on 500+ SRCE reasoning. aoe
articles.
4 ELECTRA+ALBERT+EntitySpanFocus (ensemble) 90420 92799 Download 5 TR-MT (single model) 904 868 89.3
Jun 21, 2020 SRCB_DM WeChalAl
Explore SQUAD1.1 and model predictions [ Jun 21,2020} i T
4 EntitySpanFocus+AT (ensemble) 90454 92748 6 XLNet + Augmentation (single 89.9 869 89.0
SQUAD1.0 paper (Rajpurkar et al. '16) ] RICOH SRCB DML ( Browse CoQA ) ['Sep 13,2015 ] model)
Xiaoming
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Research Challenge: Reasoning

However, the reasoning capability is still the mysterious for language models — even
for giant language models (e.g., GPT3).

. . ?
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Research Challenge: Reasoning

However, it is difficult to obtain large amounts of clean natural language sentences
containing clear evidence of reasoning.
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based on open collaboration through a wiki-based content editing system. It is the largest and most popular general reference work
on the World Wide Web, P15 and is one of the most popular websites ranked by Alexa as of June 2019,/ it features exclusively
free content and no commercial ads, and is owned and by the a non-profit tfunded
primarily through donations. 7X8K9110]

Wikipedia was launched on January 15, 2001, by Jimmy Wales and Larry Sanger.!"!) Sanger coined its name,!"?!'% as a
portmanteau of “wiki™ (the Hawai'ian word for "quick”'*)) and “encyclopedia”. Initially an English-language encyclopedia, versions in
other languages were quickly developed. With 5.911,864 articies, " 3l the English Wikipedia is the largest of the more than 290
Wikipedia encyclopedias. Overall, Wikipedia comprises more than 40 million articles in 301 different languages'*®) and by February
2014 it had reached 18 billion page views and nearty 500 million unique visitors per month.!%!

In 2005, Nature published a peer review comparing 42 hard science articles from Encyclopedia Britannica and Wikipedia and
found that Wikipedia's level of accuracy approached that of Britannica,' 7! although critics suggested that it might not have fared so
well in a similar study of a random sampling of all articles or one focused on social science or contentious social issues.!"®1'9) The
following year, Time magazine stated that the open-door policy of aliowing anyone to edit had made Wikipedia the biggest and
possibly the best encyclopedia in the world, and was a testament to the vision of Jimmy Wales.?!

Wikipedia has been criticized for exhibiting systemic bias, for presenting a mixture of *truths, half truths, and some faisehoods” ('
and for being subject to manipulation and spin in controversial topics. 2! However, Facebook announced that by 2017 it would help
readers detect fake news by suggesting links to related Wikipedia articles. YouTube announced a similar plan in 2018.%%
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Key Idea: Program as a Proxy

There are rich reasoning operations (e.g., sort) in the program execution process. Can
we leverage programs instead of natural language sentences as pre-training corpus?
Program Natural Language

sorted([1, -5, 10, 6], Given the list which contains 1, -5,
key=abs, reverse=True)

2

10 and 6, I want to order from high
to low no matter what sign each
number has, but keeping the sign
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Key Idea: Program as a Proxy

There is a natural analogy between neural models and program executors!

Program Natural Language
sorted([1, -5, 10, 6], Given the list which contains 1, -5,
key=abs, reverse=True) 10 and 6, I want to order from high

to low no matter what sign each
number has, but keeping the sign

!

Program Executor Neural Model

[10, 6, -5, 1]
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Method Comparison: Execution v.s. Generation

Recent language models can perform program generation, and the difference is that
we leverage program execution for natural language reasoning beyond programs.

GitHub Copilot (2021)
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Overview: Tabular, Numerical and Spatial Reasoning

Scenario

Program

Part 3. Spatial Reasoning

A 4

Part 2. Numerical Reasoning
Math Expression
SQL Query Part 1. Tabular Reasoning




Part 1. SQL Query for Tabular Reasoning

TAPEX: Table Pre-training via Learning a
Neural SQL Executor

) 10th International Conference on
;} I c L R Learning Representations (ICLR 2022)



Background: Tabular Reasoning

Athens Greece 1896

St. Louis USA 12 1904

Athens Greece 201 2004

Beijing China 204 2008
Question

Greece held its last Summer Olympics in which year
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Background: Tabular Reasoning

Athens Greece 1896

St. Louis USA 12 1904

At Greece 201 2004

Beijing China 204 2008
Question

Greece held its last Summer Olympics in which year
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Previous Work: Reinforcement Learning

Obtain rewards by comparing execution results of sampled SQL queries with golden
answers to train a text-to-SQL semantic parser. Hard to scale to complex scenarios.

(MAPO — \( Importance D
Sampling Replay
buffer o
High-reward Samples inside On-policy L Importance
samples Memory samples sampling
Samples * *
Actor outside Learner Actor Learner
Memory
Updated Polic Updated Polic
9 P y L P y g

[Chen et al. 2018]
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Previous Work: Table Parsing

Predict answer by selecting table cell values and optionally applying an aggregation
operator to the selected region. Flexibility is limited.

ﬂ P_(op) compute(op,P_,T)

NONE O

COUNT O.1 9+.9+.2=2
SUM 0.8 .9x37 +.9x31+.2x15=64.2
AVG 041 64.2 +2 =321

Spped™ X2+ 8x64.2 + 1x32.1=54.8

Agr%rgig;toizn Cell selection
1 1+ 1t 1
[teest | |7 |« [ | [ser | |7 ] - | T ]

IE[CLS]| | E1 | I EN | |E[SEP]| | E'1 I | E'M I

1 1 1 1 1
| [CLS] | | Tok 1 | | Tok N | | [SEP] | | Tok 1 | |TokM|
L J
Question Flattened Table

[Herzig et al. 2020]
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Preliminary: Generative Language Model

We formulate the task of table-based question answering as answer generation,
and leverages generative language models (e.g., BART) to output autoregressively.

ansl, ans2 ... </s>

T1T111

idirectional utoregressive
(413 Encotder »j :> [ <A tDecz?)der .
TrTtT1t1 TrTtT1t1

Question + Flattened Table <s>, ansl, ans2 ...
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Preliminary Result: Models Are Data-Hungry
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Method: SQL Execution Pre-training

Pre-training a model to mimic the behavior of a symbolic execution engine.

Pre-trained LM Pre-training Pre-trained LM Fine-tuning Fine-tuned LM for
for Textual Data for Tabular Data Table-related Task

,":f:'_-'_-'EEEEEEEEEEEEEEEEEEEEEEEE;\ I,";f SISISISISISIISIIIIIIISIIISA

i '/ Input: SELECT City WHERE ‘: 111 Input: Greece held its last ‘:

{11 Country = France ORDER BY | {11 Summer Olympics in which !

{11 Year ASC LIMIT 1 [Table] i ‘1] year? [Table] i

. 1
‘il Output: Paris ) “'&'\ Output: 2004 J
Synthetic Pre-training Corpus Realistic Downstream Datasets
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Method: SQL Execution Pre-training

If we train a model to mimic the SQL query execution procedure over databases,
we believe it learns programmatic reasoning from the execution engine.

take a table @ sample an executable SQL query

Y C t Count Nati
SELECT City WHERE Country = France ORDER BY Year ASCLIMIT

1896 Athens Greece ; I

o=
1900 Paris France 24— % & [HEAD] Year | City | Country | Nations [ROW] 1896 | Athens |
1904 St.Louis  USA 2 F o ¢
§ M v
(mmmmmmmmmmmmmmms .
2004  Athens  Greece 201 -l > | SQL Executor E i ke [ Model ]
_l
2008  Beijing  China 204 T
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Experimental Result: Effective Pre-training

WikiSQL (Weak)
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Experimental Result: Efficient Pre-training

Fine-tuning Performance

30
25

52.3 >4.2
48.8 20
15
10
5
0

TAPAS TaBERT TAPEX

Pre-training Corpus (Million)

26.3
21.3
I 0.5

TaBERT TAPAS TAPEX

Compared with TaBERT, 2% of corpus yields 2% improvement!
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Experimental Analysis: Larger is Better

Scaling up the pre-training corpus generally brings positive effects.

00 WIKITABLEQUESTIONS 10 SQA I 0 TABFACT I B WIKISQL-WEAK

g& 100 : ‘ | J
~ 88.1 88.8 89.2 89.1
3 82.8 83.6 83.8 84.6
g 80| N .
: 65.3 089 02 703
2
O 60 | 54.2 56.1 57 N
z 48.6 H H H
= |
ﬁ 40 [ T T i

0.1 0.5 1.0 5.0

Amount of Pretraining Corpus (Millions)
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Experimental Analysis: Fine-grained Analysis

TAPEX significantly boosts the performance on all operators, implying that it does

enhance BART’s capabilities for joint reasoning over text and tables.

Operator Example Question BART TAPEX

Select What is the years won for each team? 41.3% 64.8% (+23.5%)

How long did Taiki Tsuc last? 40.1% 65.7% (+25.6%)

Aggregate What is the amount of matches drawn?  26.9 % 57.4% (+30.5%)

Superlative ~ What was the last Baekje Temple? 46.3 % 64.3% (+18.0%)

Arithmetic What is the difference between White 33.1 % 53.5% (+20.4%)
voters and Black voters in 19487?

Comparative Besides Tiger Woods, what other player 30.0 % 55.9% (+25.9%)

won between 2007 and 2009?
Group What was score for each winning game?  49.5 % 66.7% (+17.2%)
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Experimental Analysis: Complexity

Adding simpler SQL queries can improve performance on harder questions.

Difficulty  Example SQL Query
SELECT Date
Easy SELECT COUNT (Canal)
SELECT Name WHERE Age >= 28
SELECT Region ORDER BY ID DESC LIMIT 1
Medium SELECT COUNT (Tornadoes) WHERE Date = 1965
SELECT District WHERE District ! = “Tikamgarh” AND Agg = 0
SELECT (SELECT COUNT( Distinct Area)) >= 5
Hard SELECT COUNT (*) WHERE Result = “won” AND Year > 1987
SELECT Driver WHERE Manufacturer = “t-bird” ORDER BY Pos ASC LIMIT 1
SELECT COUNT (*) WHERE Position = 1 AND Notes = “110 m hurdles” AND Year > 2008
SELECT Nation WHERE Nation ! = “Japan” AND Gold = (SELECT Gold WHERE Nation =
ExtraHard  “Japan”)

SELECT Tournament WHERE Tournament IN (“oldsmar”, “los angeles”) GROUP BY
Tournament ORDER BY COUNT (%) DESC LIMIT 1

Question Difficulty Level in Downstream

Medium Hard Extra Hard

Easy

275 28.3 325 4038 425 70

60
58.8 60.2
50

—40

=30
BART < Easy < Medium < Hard < Extra Hard

SQL Difficulty Level in Pre-training
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Experimental Analysis: Naturalness

However, replacing SQL with NL does not benefit the pre-training, because the

translated NL sentences contain noise.

SQL Query Translated NL Sentence Faithfulness
SELECT Name WHERE Age >= 28 Who is at least 28 years old? v
S What was the last pick in the 1989 major
SELECT (Ricles) league baseball draft? X

SELECT Driver ORDER BY Pos DESC

. . 9
LIMITL T ——
ERUECHECRIE(Competiton) NHEEE How many competitions have no notes? X
Noteg =100  ~nm I 0
~ SELECT COUNT (*) WHERE Result = : . : 5
“wonAND Year>1987 dow many times did hey winafter 9972 o
SELECT MAX (Chart Position) — What is the difference between the chart
MIN (Chart Position) WHERE Release date  position of july 21, 1995 and the chart X
= “july 21, 1995” position of july 22, 19957

SELECT Nation WHERE Nation != . .
“Japan” AND Gold = (SELECT Gold ‘Which other countries had the same

(7
WHERE Nation = “Japan” ) number of gold medals as Japan?

SELECT Incumbent Electoral History
GROUP BY Incumbent Electoral History ‘Who has held the office the most? X
ORDER BY COUNT (*) DESC LIMIT 1
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Take Away: Pre-training without Real Data

When performing continual pre-training, instead of mining a large noisy web
corpus, we can also try to synthesize an accurate and small corpus.
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Take Away: Pre-training without Language Modeling

When performing continual pre-training, instead of performing the general-
purpose language modeling, we can also try to simulate the specialized skill.
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Part 2. Math Expression for Numerical Reasoning

POET: Reasoning Like Program Executor

*Xinyu Pi' ~ *Qian Liu>  Bei Chen® Morteza Ziyadi® Zeqi Lin® Yan Gao’® Qiang Fu’

19

Jian-Guang Lou® Weizhu Chen?

AAAAAAAAAAAAAAA AN v

1 UNIVERSITY OF 2 AEEN % B 3
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Background: Numerical Reasoning

Document
In 1517, the seventeen-year-old King sailed to Castile. There, his

Flemish court ... In May 1518, Charles traveled to Barcelona in
Aragon.

Question
Where did Charles travel to first, Castile or Barcelona?

Answer
Castile
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Method: SQL Execution Pre-training

Since SQL queries involve rich numerical operations, we hope it can be leveraged to
enhance the numerical reasoning capability of models on documents.

[Pre-trained LM] Pre-training { Pre-trained ] Fine-tuning [ Fine-tuned ]

for Textual Data Reasoning LM Reasoning Model
{(77TSISISIIIIIISISISISIIIIIISA {77 SISISIISISIISISIISIISIIIIZIINN
i :':' Input: SELECT City WHERE | i '{" Input: Where did Charles 3
i i i Country = France ORDER BY i i i i travel to first, Castile or i
1 Year ASCLIMIT1 [Table] : |11 Barcelona? [Document] i
*«{ Output: Paris ’,; “‘i\ Output: Castile J
Synthetic Pre-training Corpus Realistic Downstream Datasets
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Method: SQL Execution for Different LMs

Random Table SELECT City ... [HEAD] Year | Gi

1896 | BUSERY Result |...
ROW] 1596 | (Y Resil_

Query Result Selection
1896  Athens  Greece

1900  Paris France \ / Encoder-Only LM
: : - Model Input

2008  Beijing  China SELECT City ... [HEAD)]
Year | City | Country
[ROW] 1896 | Athens....

Random SQL Query / \A

SELECT CityWHERE Country = Greece
ORDER BRY Year ASC LIMIT 1 \L Query Result Generation

Athens

Encoder-Decoder LM
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100

50

Experimental Result: Reasoning Transfer

77.7
66.2 62.666.5

33.5
12.4

DROP SVAMP EQUATE
m BART mPOET

100

50

78.1 79.8
64.2 67.5

DROP (Span) EQUATE
B RoBERTa m POET
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Method: Math Expression Calculation

Observing the reasoning transfer from (SQL query, Database) to (Question, Passage),
we propose a simplified method which leverages math expression for pre-training.

[Pre-trained LM] Pre-training { Pre-trained ] Fine-tuning [ Fine-tuned ]

for Textual Data Reasoning LM Reasoning Model
,"Zf:':':'EEEEEEEEEEEEEEEEEEEEEEEE;\\ I,":ff_:_:_:_:_:EEEEEEEEEE?EEEEEEEEEEEE:\
!/ Input:a+b-c[SEPJa=2; | 11 Input: Where did Charles |
1
! i i d=8;b=52;c=6.6;y=- i i i i travel to first, Castile or i
i i 125 x=1112=999 ! I\i | Barcelona? [Document] i
“{_Output: 3.4 ) “i_ Output: Castile 7
Synthetic Pre-training Corpus Realistic Downstream Datasets

F1 on DROP dataset based on BART

69.2% al 78.1%
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Experimental Analysis: Performance Hurt on Other Tasks?

Small (< 1 %) . POET barely sacrifices the intrinsic understanding ability
of language models.

95 93.393.2

90

85

80

SQuAD MNLI QuoRef
B RoBERTa m POET
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Experimental Analysis: Benefit from Similarity of SQL to NL?

NO. Randomly mapping SQL keywords to the “strange” tokens still works well.

Fine-tune ypich country contains the second

SELECT City table ORDER BY
Population DESC LIMIT 1 |:> largest part of the forest
77.7%

2

unfocusedRange City table Fine-tune ;. country contains the second

external ToEVA awdownload Population |:>
ftffcc awdownloadclon 1 largest part of the forest
76.9%
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Experimental Analysis: Pre-training on DROP Benefit SQL Execution?

Yes. Pre-training on DROP leads to observably lower perplexity for SQL
execution learning on both the train and dev sets.

2.0 T | ] | 1.7 | ! 1 | |
2 >
= 1.8 BART —— E 1.6 BART ——
Lé 16 BART+DROP —o— || © 1.5 BART+DROP —0—
5) ' % 1.4
1.4 A
k= > 1.3
< ()]
= 1.2 A 1.2

1.0L | | | | | 11 L | | | |

0O 4 8 12 16 20 O 5 10 15 20
Training Step (k) Training Step (k)
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Experimental Analysis: How Does it Work?

No answer. But we can get some insights from the following analogy.

Math Expression Variable Memory
X+y-Z x=152.0;y=99.0;2=70.3;

!
Program Program Context

2 2

Natural Language Natural Context

Question Document

Where did Charles travel to first? In 1517, the seventeen-year-old...
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Experimental Analysis: How Does it Work?

Without program context, the pre-training cannot work well.

Math Expression Variable Memory
X+y-Z x=152.0;y=99.0;2=70.3;
|
Program Program Context
Math Expression
2+8-6.6

!
Program
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Take Away: Reasoning Transfer Occurs Across Modalities

Reasoning transfer occurs across modalities, and the analogy between pre-training
and fine-tuning is important for the transference.
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Part 3. Action for Spatial Reasoning

LEMON: Language-Based Environment

Manipulation via Execution-Guided Pre-training

ian Liu? Bei Chen? Yu Zhang! Ting Liu!  Jian-Guang Lou?

LT IRL X KF

IIIIIIIIIIIIIIIII

3 .
B Microsoft
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Background: Language-Based Environment Manipulation

Agents are required to manipulate the environments based on the natural language.

Instruction Following

Environment (Initial State)

[ ARIRANIRIRINT

Natural Language Instruction

Throw out first beaker. Pour sixth beaker into last one. It turns brown.
Pour purple beaker into yellow one. Throw out two units of brown one.

Environment (Goal State)

EHEEHEHE

Procedural Text Understanding

Paragraph (seq. of steps):

state0
Roots absorb water from soil

state1
The water flows to the leaf.

state2
Light from the sun and CO2
enter the leaf.

state3
The light, water, and CO2
combine into a mixture.

state4
Mixture forms sugar.

state5

Participants:
water light CO2 mixture sugar

soil sun ?

roots sun ?

leaf sun ?

leaf leaf leaf

Time

leaf -

- leaf
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Application: Language-Based Environment Manipulation

Swap the floor under — |
the TV please. 222 * L

[ Turn on the desk lamp, and ] @ ’

turn off after 15 minutes. 1

||

? Jump on the box.

Agent Control State Tracking Virtual Interaction
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Preliminary: Generative Language Model Again

We formulate the task as a seq2seq paradigm, by leveraging generative
PLMs (e.g., BART) to generate goal states directly.

Goal State

11111

Bidirectional Autoregressive
Encoder :> Decoder

TTT11 TT111

Initial State + Instructions <s>,81,s2 ...
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Challenge: Spatial Reasoning

Since pre-trained language models does not observe environments before,
it is difficult for them to perform accurate spatial reasoning.

BB B E B

«t49? a
@ What are these? é %

<G a0

water light carbon
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Motivation: Environment Exploration by Actions

Synthesizing diverse actions to drive LMs familiar with environments.

Environment (Initial State)

H u H E \ Environment (Goal State)
Action / e E HHE

POUR (BEAKER (1), BEAKER (2, £));
DRAIN (BEAKER (3), g);

Mix (BEAKER (3));
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Method: Environment Exploration by Actions

ALCHEMY | H El u u F_l E_l u DRAIN(BEAKER(1, 1), 1) ; -+ El F_l F_l u E F_l H :

I
I
I
1 ! 1
: - : -
I * eee I
o L GG Q¥8EL
: - : -
I I
1 REMOVE(S) ; --- I
TANGRAMS | ‘) f A ! ‘) f :
% 1 'y 1 -« .
! |
: - : -
PROPARA ! @ Q : MovE(water, soil, leaf) ; --- I 4&‘ ‘t;(‘ )\‘gi‘ :
I
: water light carbon : 1 water light carbon :
| I 1 "
| 1 = - -
s | 1 1
RECIPES N D @ ! Move(beef, oven, blender) ; --- | !
| | ! |
(o _beef___apple _ buffer , \_beef __apple _ buffer |
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Method: Environment Exploration by Actions

Pre-training

Environment (Initial State)

Tl Bl EJ

Program
POUR (BEAKER (1), BEAKER (2, g2));
DRAIN (BEAKER (3), % );
MIX (BEAKER (3));

Environment (Goal State)

E el ol

Fine-tuning

Environment (Initial State)

HE

EEEE

Natural Language Instruction

B

Throw out first beaker. Pour sixth beaker into
last one. It turns brown. Pour purple beaker into
yellow one. Throw out two units of brown one.

Environment (Goal State)

EJE

E

B E

B
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50
40
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Experimental Result: SOTA on Five Benchmarks

ALCHEMY SCENE
80 5.4 72.3
g 7137 70 620 664 689
/2 62.7 62.3 50 46.2
60
52.3 52 9
55 I I 30 147
50
® © 10
Q N & . N 2
0 € $ o ’2> & ¢
A G\Q\\O \2\ e};\\ %) \<,<$“ \/o \8\\0& Q};\\c, P ((/@
<& & X
TANGRAMS PROPARA RECIPES
62.4 80
60.1 547 60.0 65.5686704705690722 61.1
70 (62.5 6.1 58.4
37.1 60 50.9 22.2 241
27 6 50
40 J
A N
< N3 A
& &K c)\/ v <<Y’ @) & ((/e Ns V-
\/0 s@‘ 6’ <2>'2’ LSRN < v“ O IR R SN RN
Q~é’\° Q‘Q}) <<, O{% ‘k' \i(’ < \{_O < Q \{/5“
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Experimental Analysis: What Does LEMON Learn?

Initial State Goal State
LEMON
EJE Bl owewr EEJE|X
Instruction
Throw out the first beaker. LEm E E | E V
Add the yellow to the red. ON

(a) Operation Legality

Initial State

LEMON
EI EI EI W.0- Pfe‘“ammg
Instruction
Pour out one part of the LEMON

second yellow beaker.

LEMO

vomesene pl E1Y] X
HH v

(b) Instruction Completeness

B Bl B

Instruction

Throw out one unit of the
second beaker, pour the second
beaker into the first one.

Goal State

ElEIE
ElEIE

X

(c) Grounding Correctness
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Experimental Analysis: Improvements from Leakage?

INO. The box plot of the relative performance (vertical axis) with respect
to the overlap ratio (horizontal axis) indicates the independence.

R 8[| | | | —
Q

Q

- I N e e N
= e m—

L

Q_‘ RS E—
Y I—— —— —
2

S L

S —8L | | | | [~ ]

20 40 60 80 100
Overlap Ratio (%)
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Take Away: Actions v.s. Simulation

Simulation to reality is a popular technique in autopilot. Actions can be regarded
as kind of simulations which can facilitate the spatial reasoning in real space.
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Thanks & QA

Qian Liu (X %)
Research Scientist @ Sea Al Lab



